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 ملخص الذراسة

, وهزٓ خها اىهْذسُت دق دسخت عيً َؤثش حشىهاث هْذسُت بْسب ٍخفاوحت ٍَااىصىس اىدىَت اىخاً عيً بُاّاث ححخىٌ 

 )عشىائُت(. حشىهاث غُش ٍْخظَت أوإٍا حشىهاث ٍْخظَت  هاََنِ حصُْف اىخشىهاث

أٍا , وََنِ ٍعاىدت حصحُح اىخشىهاث اىَْخظَت بخطبُق اىَعادلاث واىَْارج اىشَاضُت وحصحُحها سَاضُا

أسض ٍِ اىْقاط الأسضُت عيً  حىصَع عذدحىقُع واىخشىهاث اىغُش ٍْخظَت )اىعشىائُت( فُخٌ حصحُحها ٍِ خلاه 

 .وسبطها باىصىسة اىدىَت و اىقُاً بعَيُت اىخصحُح اىهْذسٍ ىهااىىاقع 

ٍِ خلاه حطبُق اىَْارج اىشَاضُت  ىزىل , فئّْا ٍِ خلاه اىبحث حطشقْا ىعَيُت اىخصحُح اىهْذسٍ ىيصىس اىدىَت

ّقاط ححنٌ أسضُت  حىقُع ومزىل ٍِ خلاه ,ٍِ خلاه هزٓ اىَْارجو عيً اىصىسة اىدىَت ىيحصىه عيً أفضو ّخُدت

بعذ رىل بَناّها عيً اىصىسة اىدىَت, ىُخٌ بعذها عَيُت اىخصحُح ٍِ خلاه اىبشّاٍح وسبظ اىْقاط عيً أسض اىىاقع 

 اىَسخخذً.

ّقطت  13قُاط أخز وعيً صىسة خىَت ىَذَْت غضة لاسخخذاٍها محاىت دساسُت ومزىل حٌ  حصيْاوفٍ هزا اىبحث فقذ 

 لاسخخذاٍها فٍ ّقطت ححنٌ أسضُت 16ىَدَىعخُِ, اىَدَىعت الأوىً عباسة عِ  ٍقسَتسضُت واىخٍ ماّج ححنٌ أ

ومو رىل حٌ عَيُت اىخصحُح  دقت ىيخأمذ ٍِ ّقطت ححنٌ أسضُت 31 عَيُت اىخصحُح, واىَدَىعت الأخشي عباسة عِ

 Erdas Imgaine Programٍِ خلاه بشّاٍح حاسىبٍ ٍخخصص فٍ عَيُاث اىخصحُح اىدىَت وهى بشّاٍح 

 ىعَيُت اىخصحُح واىخحيُو.

ٍِ  ورىل وبشنو عاً فئُ اىَْىرج اىشَاضٍ ٍخعذد اىحذود ٍِ اىذسخت اىثاىثت قذ أعطً أفضو اىْخائح ٍِ حُث اىذقت

 .خلاه أخز اىعذَذ ٍِ اىَْارج بذسخاث ٍخخيفت

واىذقت اىْاحدت عِ عَيُت اىخصحُح خذً اىَسخُِ عذد ّقاط اىخحنٌ الأسضُت ومزىل ماُ هْاك اسحباط وثُق وواضح ب

 .ىحذ ٍعُِ وقذ حبُِ أُ عذد اىْقاط الأسضُت َخْاسب حْاسبا طشدَا ٍع  دقت عَيُت اىخصحُح
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ABSTRACT 

Every satellite image has some distortions that affect the geometric accuracy of these 

images, These distortions are classed in two groups; systematic and non-systematic 

distortions. The systematic distortions are corrected by applying formulas derived by 

modeling the source of the distortions mathematically. 

Non-systematic distortions, and residual unknown systematic distortions are corrected 

by analysis of well-distributed ground control points (GCPs) which occurring on the 

satellite image. The satellite images are delivered after applying some correction 

processes like radiometric- distortions, but some of these images must be rectified to 

remove  the other types of distortions, so rectification processes are applied. 

To apply the rectification processes, it is necessary to acquire the fundamental model of 

the satellite and applying different mathematical models. These models relate between 

the point on the image and its conjugate on the earth, and using several models to give 

the best accuracy.  

For this research, a satellite image for Gaza City-Palestine was used. These  38 GCPs 

are collected and read which are divided to 26 control points for the rectification process 

and 12 control points as check points to assure the accuracy of the process. Erdas 

Imgaine Program was used as software at the rectification and analysis process. 

In general, it is found that the third order polynomial gives the best results. The effect of 

GCPs number on resulted accuracy was studied. The rectification operation is repeated 

by reducing the number of the GCPs gradually in the image. It is found that the 

accuracy of rectification is directly proportional with the number of GCPS. 
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1 CHAPTER 1: INTRODUCTION 

1.1 Scope 

This chapter is intended to give a brief introduction of research problem emphasizing 

the importance of two dimensional geometric rectification techniques for remote 

sensing satellite images using the mathematical models  with ERDAS software program 

to have the best accuracy of the images. It gives a description of the research 

importance, scope, objectives, methodology and  deliverables as well as thesis 

organization. 

1.2 Background 

Remote Sensing is the science of obtaining information about objects or areas from a 

distance, typically from aircraft or satellites and one of the best definitions of Remote 

sensing was " a tool or technique similar to mathematics. Using sensors to measure the 

amount of electromagnetic radiation (EMR) exiting an object or geographic area from a 

distance and then extracting valuable information from the data using mathematically 

and statistically based algorithms is a scientific activity. It functions in harmony with 

other spatial data-collection techniques or tools of the mapping sciences, including 

cartography and geographic information systems (GIS)" (Clarke, 2001). 

For Remote Sensing applications, new systems of high resolution satellites were 

lunched to announce for the beginning of new era of high resolution systems, The most 

famous satellites in this field are IKONOS , LANDSAT , GeoEye , WorldView , 

FORMOSAT-2 , ALOS , CARTOSAT,  SPOT-5  and  QuickBird. These systems are 

used to gather and give a high resolution satellite images with different resolution  

according to each satellite specifications. 

An important process which must be applied on satellite images called geometric 

rectification processes which can remove the distortions that resulted from many 

reasons such as systematic and non-systematic distortions. 

The rectification processes produce a rectified image, and to perform these processes, 

software program ERDAS Imagine Program will be used, It‘s one of the most famous 

remote sensing application initially released in 1978, ERDAS designed for geospatial 

http://www.satimagingcorp.com/satellite-sensors/ikonos.html
http://www.satimagingcorp.com/satellite-sensors/geoeye-1.html
http://www.satimagingcorp.com/satellite-sensors/worldview-2.html
http://www.satimagingcorp.com/satellite-sensors/formosat-2.html
http://www.satimagingcorp.com/satellite-sensors/alos.html
http://www.satimagingcorp.com/satellite-sensors/cartosat-1.html
http://www.satimagingcorp.com/satellite-sensors/spot-5.html
http://www.satimagingcorp.com/satellite-sensors/quickbird.html
http://en.wikipedia.org/wiki/Remote_sensing_application
http://en.wikipedia.org/wiki/Geospatial
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applications and the latest version of the software is  in this year 2015 (Wikipedia, 

2014).  

Also, to complete the rectification process , control points will be gathered to set it on 

the distorted image as a ground control points GCPs using different number of it , and 

using the different mathematical models to have the best accuracy of rectification. 

1.3 Problem Statement 

Because of the difficulties of having high resolution images in Gaza City, and the 

problem is commonly in developing countries, The research discussed the geometric 

rectification to have high resolution satellite images. So,  the  statement of the problem 

of our study summarized into two groups: 

 The systematic distortions, and will be corrected by applying formulas derived 

by modeling the source of the distortions mathematically.  

 The non-systematic (random) distortions and residual unknown systematic 

distortions and are corrected by analysis of the GCPs on the image.  

After the previous corrections are applied, some of these images must be rectified to 

remove other types of distortions. So, applying rectification process is needed. 

1.4 Research Aim and Objectives 

The aim of this research is to study the two dimensional geometric rectification 

techniques for remote sensing satellite images of Gaza City as a case study due to the 

difficulties of having a high resolution and high accuracy satellite images in our study 

which in the developing countries commonly  faces some problems such as , political , 

economical from funding to have these images  and technical to have these images. So, 

our country is in need such as these images to use it at different fields. 

To achieve this aim , the following objectives are to be determined : 

 Study and analysis of the spatial accuracy that can be resulted in rectification 

process of  Gaza City image. 

 Study the best choice of mathematical models which gives the best accuracy. 
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 Study the effect of the  GCPs number  and the accuracy and what number of 

GCPs which will lead us to the best accuracy. 

1.5 Methodology 

To have the previous aim and objectives, there are many necessary steps should be 

followed to work this research as follows: 

1) Literature review (previous studies). 

2) Study the theory, the modeling of satellite geometry, the correction process, the 

fundamental and alternative mathematical models . 

3) Experimental work and collecting data of Gaza City which include the images 

and GCPs.  

4) Analyzing data using ERDAS Imagine software  and the mathematical models 

to have a good accuracy of the rectification process. 

5) Get conclusion and recommendations. 

1.6 Research Structure 

This research is oriented into five chapters and will be as followed : 

Chapter 1 is the introduction of the research.  In this chapter the problem and objectives 

of the research are explained and the methodology of the research will be explained. 

Chapter 2 describes historic overview of remote sensing technology and its 

development stages.  It also illustrates the basics of remote sensing and how it works 

with more details about each of these elements. This chapter also discusses the types 

and characteristics of satellite sensors as well as the most of the common image 

processing available in image analysis systems. 

Chapter 3 gives the definition of the geometric correction process, then the fundamental 

and alternative mathematical models, then the rectification process is explained  

Chapter 4 contains detailed description of the steps of the methodology of the research. 

It includes steps strategy beginning from data collection of imagery and image 
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processing of these images  to use an existing of automatic feature extraction methods 

and methods evaluation. 

Finally, Chapter 5 summarizes the conclusion outcomes and outlines the significant 

recommendations. 
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2 CHAPTER 2: REMOTE SENSING & DIGITAL IMAGE 

PROCESSING 

2.1 Scope 

This chapter describes historic overview of remote sensing technology and its 

development stages. It also illustrates the basic of remote sensing and how it works with 

more details about each of these elements. This chapter also discusses the types and 

characteristics of satellite sensors as well as the most common available image 

processing techniques used in image analysis systems. 

2.2 Remote Sensing 

There are many definitions for the remote sensing, but the famous definitions which can 

be summarize the remote sensing are two, the first defined the remote sensing as ―the 

acquisition of information about an object or phenomenon without making physical 

contact with the object‖ . In modern usage, the term generally refers to the use of aerial 

sensor technologies to detect and classify objects on Earth (both on the surface, in the 

atmosphere and oceans) by means of propagated signals (e.g. electromagnetic radiation 

emitted from aircraft or satellites) (Aggarwal, 2003). 

The second definition refers to the activities of recording, observing, and perceiving 

(sensing) objects or  events in far-away (remote) places. Remote sensing refers to the 

science and technology of acquiring information about the earth‘s surface (i.e., land and 

ocean) and atmosphere using sensors onboard airborne (e.g., aircraft or balloons) or 

spaceborne (e.g., satellites and space shuttles) platforms (Weng, 2010). 

2.2.1 Historic Overview 

Satellite remote sensing can be traced to the early days of the space age (both Russian 

and American programs) and actually began as a dual approach to imaging surfaces 

using several types of sensors from spacecraft. In 1946, V-2 rockets acquired from 

Germany after World War II were launched to high altitudes from White Sands, New 

Mexico. These rockets, while never attaining orbit, contained automated still or movie 

cameras that took pictures as the vehicle ascended. Then, with the emergence of the 



6 

 

space program in the 1960s, Earth-orbiting cosmonauts and astronauts acted much like 

tourists by taking photos out the window of their spacecraft (Wikipedia, 2015).  

The term "remote sensing," first used in the United States in the 1950s by Ms. Evelyn 

Pruitt of the U.S. Office of Naval Research, is now commonly used to describe the 

science of  identifying, observing, and measuring an object without coming into direct 

contact with it. This process involves the detection and measurement of radiation of 

different wavelengths reflected or emitted from distant objects or materials, by which 

they may be identified and categorized by class/type, substance, and spatial distribution 

(Olsen, 2007). 

Corona was America‘s first operational space-reconnaissance project. It was developed 

as a highly classified program under the joint management of the Central Intelligence 

Agency (CIA) and The United States Air Force (USAF), a relationship that evolved into 

the National Reconnaissance Office (NRO). For context, note that the first Soviet 

satellite, Sputnik, was launched on October 14, 1957, and Van Allen‘s Explorer 

spacecraft flew on a Redstone rocket on January 31, 1958. President Eisenhower 

approved the Corona program in February 1958. This proved to be farsighted, because 

when Francis Gary Powers was shot down in a U-2 on May 1, 1960, the president was 

forced to terminate reconnaissance flights over the Soviet Union (Olsen, 2007). 

The first Corona test launch, on February 28, 1959, was the first of 12 failed missions in 

the Discover series (a cover name)—seven involving launch, five involving satellite and 

camera malfunctions. Mission 13 yielded the first successful capsule recovery from 

space on August 10, 1960. The first high-resolution images from space were taken on 

the next mission, August 18, 1960. The last Corona mission, number 145, was launched 

May 25, 1972; the last images were taken May 31, 1972 (Olsen, 2007). 

Early imaging resolution was on the order of 8–10 m, eventually improving to 2 m (6 

ft). Individual images on average covered approximately 10 miles by 120 miles. The 

system operated for nearly 12 years, and over 800,000 images were taken from space. 

The declassified image collection includes 2.1 million ft of film in 39,000 cans. The 

subsequent KH-7 mission acquired imagery with resolutions of 2–4 ft beginning in July 

1963, with much smaller imaging areas. (Olsen, 2007) 
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Remote sensing systems continued to grow from the systems developed after the wars 

in the 1950s. Colour infrared (CIR) photography was discovered to be of great use for 

the plant sciences. In 1956, Colwell conducted experiments for the recognition and 

classification of vegetation types and the detection of damaged and diseased or stressed 

vegetation using of CIR. From 1950s up to now the significant progress in radar and 

sensing technology was achieved (Aggarwal, 2003). 

Table 2.1 illustrate briefly the milestones in the history of remote sensing from the 

discovery of infrared to the high resolution systems, and at the science of remote 

sensing , the improvements are continuously. 

Table 2.1: Milestones in the History of Remote Sensing 

1800  Discovery of Infrared by Sir W. Herschel  
1839  Beginning of Practice of Photography  
1847  Infrared Spectrum Shown by J.B.L. Foucault  
1859  Photography from Balloons  
1873  Theory of Electromagnetic Spectrum by J.C. Maxwell  
1909  Photography from Airplanes  
1916  World War I: Aerial Reconnaissance  
1935  Development of Radar in Germany  
1940  WW II: Applications of Non-Visible Part of EMS  
1950  Military Research and Development  
1959  First Space Photograph of the Earth (Explorer-6)  
1960  First TIROS Meteorological Satellite Launched  
1970  Skylab Remote Sensing Observations from Space  
1972  Launch Landsat-1 (ERTS-1) : MSS Sensor  
1972  Rapid Advances in Digital Image Processing  

1982  
Launch of Landsat -4 : New Generation of Landsat Sensors: 
TM  

1986  French Commercial Earth Observation Satellite SPOT  
1986  Development Hyperspectral Sensors  

1990  
Development High Resolution Space borne Systems  
First Commercial Developments in Remote Sensing  

1998  Towards Cheap One-Goal Satellite Missions  
1999  Launch EOS : NASA Earth Observing Mission  

1999  
Launch of IKONOS, very high spatial resolution sensor 
system  
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2.2.2 Principles of Remote Sensing 

The principles of remote sensing are based primarily on the properties of the 

electromagnetic spectrum and the geometry of airborne or satellite platforms relative to 

their targets.  

Remote sensing is done by sensing and recording reflected or emitted energy and 

processing, analyzing, and applying that information. Our eyes are an excellent example 

of a remote sensing device. We are able to gather information about our surroundings 

by gauging the amount and nature of the reflectance of visible light energy from some 

external source (such as nature light as the sun or industry light bulb) as it reflects off 

objects in our field of view (CCRS, 2007). 

The process of remote sensing involves an interaction between incident radiation and 

the targets of interest. This is exemplified by the use of imaging systems where the 

following seven elements are involved. Note, however that remote sensing also involves 

the sensing of emitted energy and the use of non-imaging sensors. Figure 2.1 shows the 

essential elements of a remote sensing system which included the following lines 

(CCRS, 2007): 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 2.1: Elements of remote sensing system 
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 Energy Source or Illumination (A) - energy source which illuminates or provides 

electromagnetic energy to the target of interest consider the first requirement of remote 

sensing. 

 Radiation and the Atmosphere (B) - as the energy travels from its source to the 

target, it will come in contact with and interact with the atmosphere it passes through. 

This interaction may take place a second time as the energy travels from the target to the 

sensor. 

 Interaction with the Target (C) - after energy pass through atmosphere and reach 

the target; it interacts with the target depending on the properties of both the target and 

the radiation. 

 Recording of Energy by the Sensor (D) -we require a sensor (remotely) to 

collect and record the electromagnetic radiation after the energy has been scattered by, 

or emitted from the target. 

 Transmission, Reception, and Processing (E) - the energy recorded by the sensor 

has to be transmitted, often in electronic form, to a receiving and processing station 

where the data are processed into an image (hardcopy and/or digital). 

 Interpretation and Analysis (F) - the processed image is interpreted, visually 

and/or digitally or electronically, to extract information about the target which was 

illuminated.  

 Application (G) - after analyzing the raw information from images, the benefits 

achieved when we apply the information to better understand of issues and solving a 

particular problem in many fields. 

2.2.3 Electromagnetic Radiation 

Electromagnetic radiation consists of an electrical field which varies in magnitude, in a 

direction perpendicular to the direction in which the radiation is traveling, and a 

magnetic field oriented at right angles to the electrical field. Both these fields travel at 

the speed of light (C) as shown in Figure 2.2 (Sanderson, 2001). 
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Figure 2.2: Electromagnetic radiation components 

Two characteristics of electromagnetic radiation are particularly important for 

understanding remote sensing. These are the wavelength and frequency. The 

wavelength is the length of one wave cycle, which can be measured as the distance 

between successive wave crests. Wavelength is usually represented by the Greek letter 

lamda (λ). Wavelength is measured in meters (m) or some factor of meters such as 

nanometers (nm, 10-9 meters), micrometers (μm, 10
-6 meters) or centimeters (cm, 10-2 

meters). Frequency refers to the number of cycles of a wave passing a fixed point per 

unit of time. Frequency is usually represented by the Greek letter lambda (μ).  

Frequency is normally measured in hertz (Hz), equivalent to one cycle per second, and 

various multiples of hertz. 

Wavelength and frequency are related by the following formula: 

        C                                               (Equation 2.1) 

Where C is speed of light (Weng, 2010). 

2.2.4 Electromagnetic Spectrum 

The electromagnetic Spectrum is defined as ranges from the shorter wavelengths 

(including gamma and x-rays) to the longer wavelengths (including microwaves and 

broadcast radio waves) between this ranges our eyes detect visible spectrum, which 

consist of three main colors (RGB) (Red - Green - Blue) from wavelengths 

approximately 0.4 to 0.7 μm. Moreover, there are several regions of the electromagnetic 

spectrum which are useful for some remote sensing applications as shown in Figure 2.3 

(Aggarwal, 2003). 
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Figure 2.3: Electromagnetic spectrum components 

The Electromagnetic spectrum is the continuum of energy ranging from kilometers to 

nanometers in wavelength. This continuum is commonly divided into the following 

ranges, called spectral bands, the boundaries between them being gradational (Levin, 

1999). 

Table 2.2 gives a description and some characteristics of different electromagnetic 

spectrum which started from Gamma rays to Radio waves. 

Table 2.2: Principal Divisions of the Electromagnetic Spectrum 

Wavelength Description 

Gamma rays 

<0.03 nm 

Incoming radiation from the sun is completely 

absorbed by the upper atmosphere, and is not 

available for Remote Sensing. 

X-rays 

0.03 to 0.3 nm 

Incoming radiation is completely absorbed by 

atmosphere. Not employed in Remote Sensing. 

Ultraviolet (UV) region 

0.30 µm - 0.38 µm 

(1µm = 10 -6m) 

This region is beyond the violet portion of the 

visible wavelength.  

Material primarily rocks and minerals emit visible 

UV radiation. However UV radiation is largely 

scattered by earth‘s atmosphere and hence not used 

in field of remote sensing. 



12 

 

Wavelength Description 

Visible Spectrum 0.4 µm 

- 0.7 µm 

Violet 0.4 µm -0.446 µm 

Blue 0.446 µm -0.5 µm 

Green 0.5 µm - 0.578 µm 

Yellow 0.578 µm - 0.592 

µm Orange 0.592 µm - 

0.62 µm Red 0.62 µm -

0.7 µm 

This is the light, which our eyes can detect. This is 

the only portion of the spectrum that can be 

associated with the concept of color.  Blue Green 

and Red are the three primary colors of the visible 

spectrum. They are defined as such because no 

single primary color can be created from the other 

two, but all other colors can be formed by 

combining the three in various proportions.  The 

color of an object is defined by the color of the light 

it reflects. 

Infrared (IR) Spectrum 

0.7 µm – 100 µm 

Wavelengths longer than the red portion of the 

visible spectrum are designated as the infrared 

spectrum. British Astronomer William Herschel 

discovered this in 1800. The infrared region can be 

divided into two categories based on their radiation 

properties. Reflected IR (.7 µm - 3.0 µm) is used for 

remote sensing. Thermal IR (3 µm - 35 µm) is the 

radiation emitted from earth‘s surface in the form of 

heat and used for remote sensing. 

 

 

Microwave Region 

This is the longest wavelength used in remote 

sensing.  

The shortest wavelengths in this range have  

properties similar to thermal infrared region.  The 

main advantage of this spectrum is its ability to 

penetrate through clouds. 

1 mm - 1 m 

Radio Waves (>1 m) 

This is the longest portion of the spectrum mostly 

used for commercial broadcast and meteorology. 
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2.2.5 Sensors and Platforms 

A sensor is a device that collect, measures and records energy reflected or emitted from 

a target or surface (electromagnetic energy). Platforms for remote sensors may be 

situated on the ground, on an aircraft or balloon (or some other platform within the 

Earth's atmosphere), or on a spacecraft or satellite outside of the Earth's atmosphere 

which is considered the famous platforms as shown in Figure 2.4 (Aggarwal, 2003). 

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2.4: Platforms for remote sensors 

2.2.5.1 Type of Satellite Sensors 

A sensor is a device that measures and records electromagnetic energy. Sensors can be 

divided into two types depending on energy resource: 

1. Passive sensors depend on an external source of energy, usually the sun. 

Photographic camera is considered as passive sensor.  

2. Active sensors have their own source of energy; an example would be a radar 

gun. These sensors send out a signal wave and measure the amount reflected 

back as shown in Figure 2.5 (Sanderson, 2001). 
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Figure 2.5: Type of satellites sensors 

2.2.5.2 Satellite Sensor Characteristics 

The principle of most satellite sensors is to gather information about the reflected 

radiation along a pathway,  also known as the field of view (FOV), as the satellite orbits  

around the Earth. The smallest area of ground that is sampled is called the instantaneous 

field of view (IFOV). The distance between the target being imaged and the sensor on 

platform, plays a great role in determining the detail of information obtained and the 

total area ground imaged by the sensor (Levin, 1999). 

The IFOV is the angular cone of visibility of the sensor (A) and determines the area on 

the Earth's surface which is seen from a given altitude at one particular moment in time 

(B). The size of the area viewed is determined by multiplying the IFOV by the distance 

from the ground to the sensor (C). This area on the ground is called the resolution cell 

and determines a sensor's maximum spatial resolution (Levin, 1999). 

 

 

 

 

 

Figure 2.6: Instantaneous Field of View 
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The data collected by each satellite sensor can be described in terms of spatial, spectral, 

radiometric and temporal resolution (Sanderson, 2001). 

 Spatial Resolution:  The spatial resolution (known as ground resolution) refers to 

the size of the smallest possible feature that can be detected on ground by 

sensors, which depends primarily on their (IFOV), for example the spatial 

resolution or (IFOV) of Landsat Thematic Mapper ™ sensor is 30 m. So, the 

spatial resolution depends on image applications, some of satellites collect data 

at less than one meter spatial resolution but these are classified military satellites 

or very expensive commercial systems such as (IKONOS and OUIKBIRD 

satellites). Figure 2.7 shows an example at various spatial resolution (30, 5, 1) 

meter .  

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

Figure 2.7: Spatial resolution 

 Spectral Resolution: defined as the number and width of spectral bands in the 

sensing device, also describes the ability of a sensor to define fine wavelength 



16 

 

intervals. The simplest form of spectral resolution with one band (Sanderson, 

2001). 

 Radiometric Resolution: The radiometric resolution of an imaging system 

describes its ability to discriminate very slight differences in energy. The 

radiometric characteristics describe the actual information content in an image 

(CCRS, 2007). 

 Temporal Resolution: Temporal resolution is very important in remote sensing 

system which refers to the length of time it takes for a satellite to complete one 

entire orbit cycle. The actual temporal resolution of a sensor depends on a 

variety of factors, including the satellite sensor capabilities, the swath overlap 

and latitude. With temporal resolution we are able to monitor changes that take 

place on the Earth's surface such as (urban development, floods, oil slicks, etc.) 

(Sanderson, 2001), for example Landsat 5 takes 16 day to complete one entire 

orbit cycle, Table 2.3 shows characteristics of various optical remote sensing 

systems (Levin, 1999). 

Table 2.3 shows characteristics and illustrates more details of various optical remote 

sensing systems (Levin, 1999). 

Table 2.3: Characteristics of various optical remote sensing systems 

Satellite 
Sensor  

Bands and 
wavelength (µm)  

Spatial 
Resolution  

Swath 
width  

Repeat 
coverage  

Orbit 
altitud
e (km)  

NOAA  1 (0.58-0.68)  1.1 km  2399  daily  833  
 2 (0.725-1.10)  1.1 km  2399  daily  833  
 3 (3.55-3.93)  1.1 km  2399  daily  833  
 4 (10.3-11.3)  1.1 km  2399  daily  833  
 5 (11.5-12.5)  1.1 km  2399  daily  833  
MSS 4-5  1 (0.5-0.6)  79/82m  185  16 days  705  
 2 (0.6-0.7)  79/82m  185  16 days  705  
 3 (0.7-0.8)  79/82m  185  16 days  705  
 4 (0.8-1.1)  79/82m  185  16 days  705  
TM 4-5  1 (0.45-0.52)  30m  185  16 days  705  
 2 (0.52-0.60)  30m  185  16 days  705  
 3 (0.63-0.69)  30m  185  16 days  705  
 4 (0.76-0.90)  30m  185  16 days  705  
 5 (1.55-1.75)  30m  185  16 days  705  
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Satellite 
Sensor  

Bands and 
wavelength (µm)  

Spatial 
Resolution  

Swath 
width  

Repeat 
coverage  

Orbit 
altitud
e (km)  

 6 (10.40-12.50)  120m  185  16 days  705  
 7 (2.08-2.35)  30m  185  16 days  705  
ETM 7  1 (0.45-0.515)  30m  183*170  16 days  705  
 2 (0.525-0.605)  30m  183*170  16 days  705  
 3 (0.63-0.69)  30m  183*170  16 days  705  
 4 (0.75-0.90)  30m  183*170  16 days  705  
 5 (1.55-1.75)  30m  183*170  16 days  705  
 6 (10.40-12.5)  60m  183*170  16 days  705  
 7 (2.09-2.35)  30m  183*170  16 days  705  
 PAN (0.52-0.90)  15m  183*170  16 days  705  
SPOT 4  XS 1 (0.50-0.59)  20m  60 (oblique 

scene at 
max 60 by 
81)  

26 days  822  

 XS 2 (0.61-0.68)  20m  60 (oblique 
scene at 
max 60 by 
81)  
 

26 days  822  

Satellite 
Sensor  

Bands and wavelength 
(µm)  

Spatial 
Resolution  

Swath width  Repeat 
coverage  

Orbit 
altitude 
(km)  

 XS 3 (0.79-0.89)  20m  60 (oblique 
scene at 
max 60 by 
81)  

26 days  822  

 XS 4 (1.58-1.75)  20m  60 (oblique 
scene at 
max 60 by 
81)  

26 days  822  

 Monospectral red 
(0.61-0.68)  

10m  60 (oblique 
scene at 
max 60 by 
81)  

26 days  822  

IRS 1C  LISS 1 (0.52-0.59)  23.6m  142  24 days  818  
 LISS 2 (0.62-0.68)  23.6m  142  24 days  818  
 LISS 3 (0.77-0.86)  23.6m  142  24 days  818  
 LISS 4 (1.55-1.70)  70.8m  148  24 days  818  
 WIFS 1 (0.62-0.68)  189m  810  24 days  818  
 WIFS 2 (0.77-0.86)  189m  810  24 days  818  
 PAN (0.5-0.75)  5.8m  70  24 days  818  
IKONOS Multispectral (0.45-

0.52)  
4m  13 at nadir  2.9 days 

1m 
resolution  

681  
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Satellite 
Sensor  

Bands and 
wavelength (µm)  

Spatial 
Resolution  

Swath 
width  

Repeat 
coverage  

Orbit 
altitud
e (km)  

 Multispectral (0.52-
0.60)  

4m  13 at nadir  2.9 days 
1m 
resolution  

681  

 Multispectral (0.63-
0.69)  

4m  13 at nadir  2.9 days 
1m 
resolution  

681  

 Multispectral (0.76-
0.90)  

4m  13 at nadir  2.9 days 
1m 
resolution  

681  

 Panchromatic (0.45-
0.90)  

1m  13 at nadir  2.9 days 
1m 
resolution  

681  
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3 CHAPTER 3: LITERATURE REVIEW 

3.1 Scope 

This chapter gives a background of  rectification processing of  remote sensing images. 

This chapter firstly reviews the previous studies, source of geometric distortions, 

compares the different mathematical models being currently used for the geometric 

distortion modeling, details the algorithms, methods and processing steps and finally 

tracks the error propagation from the input to the final output data . 

3.2 Review of Geometric Correction  

The rectification operations of digital images is important operations that applied on the 

satellite images to eliminate several types of geometric distortions and enhancing the 

satellite image resolution and accuracy. 

Consequently , many researchers and studies were performed to dial with this important 

problem from. 

Guoqing Zhou and Ron Li discussed the mathematical model of the bundle adjustment 

and the experimental results on the attainable accuracy of ground points versus number 

and distribution of ground control points. The image measurement error of ground 

control and check points versus the order of the polynomial fit to the orbital path also 

studied. The test area was Madison Country in central Ohio, which IKONOS imagery 

was simulated about this area.  It was found that four or more ground control points are 

recommended for computing high accurate ground points and reducing costs, the 

distribution of ground control points along a straight line will not increase the accuracy 

of ground points, a well spread distribution even few GCPs is more beneficial to 

accuracy improvement than a dense poorly spread distribution, ground accuracy , the 

higher precision position and attitude data will improve the geometric accuracy of 

ground points (Zhou and Li, 2000). 

A strict geometric model based on affine transformation was proposed by Jianqing 

Zhang and  Zuxun Zhang to solve the traditional parameters (position and orientation ) 

of high resolution satellite images. This model adopted new method with three steps. 

These steps were based on parallel ray projection. The first one was the reducing of the 
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three dimensional space to the image space by the similar transformation. In the second 

step, the resulted space was projected to the level plane that passes from the center of 

the image plane, by the parallel rays  (affine transformation). In the third step, the level 

image is transformed to the original declining image. By this method, the problem of 

the relativity of image parameter calculation was solved completely . The validity of the 

strict geometric model had been verified by some experiments, these experiments 

carried on  images with 10,3 and 1-meters resolution (Zhang, 2000). 

M.J Valadan Zoej, A. Mansourian, B Mojaradi, S. Sadeghian discussed the 

mathematical solution to extract planimetric information as accurate as possible from 

IKONOS images. They used in their study genetic algorithm technique to find the  Best 

terms of  global polynomial that provides the best fitness model of the imagery to the 

ground space, then by using the output of the global polynomial in multiquadric 

transformation the results were the best in the term of accuracy. The test area in 

Hamedan city in Iran  (Zoej et al., 2002). 

Fast geometric rectification method for space-borne SAR (Synthetic Aperture Radar) 

digital image with no ground control point was studied by Caiying ZHU, Guowarg ,JIN 

and Qifig XU, The Fast geometric rectification method introduced in this study was 

based on the study of SAR imaging principle and the law of geometric distortion in 

slant range image. The results of the experiment indicated that the time spent in the fast 

geometric rectification is only one tenth of that spent in the digital differential 

rectification and their precision was almost equal (ZHU et al.,2002). 

The geometric correction process of IKONOS satellite imagery was studied by Hala - 

H. Amin by using the non-parametric approach. This study contained the evaluating of 

the effect number and distribution of GCPs, also the source of GCPs was evaluated, 

from GPS or from the map. Amin found that the same results can be reached by using 5 

GCPs form GPS and 7 GCPs from the map and these are the suitable results. These 

results are; by using GPS measurements can be reached 0.8 to 0.11 m, and by using the 

map measurements the average is 6m and the maximum is 8m (Amin, 2004). 

F. Eltohamy and  E. H. Hamza studied the effect of ground control points location and 

distribution on geometric correction accuracy of remote sensing satellite images and 
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have a results which can be summarized in three points , the first point that the bad 

location and bad distribution of the selected GCPs lead to increase in the average RMS 

error value of correction of an image .Second point says that the effect of bad location 

of selected GCPs is more severe than that of bad distribution of selected GCPs on the 

correction accuracy. Finally the third points explain that to obtain high accuracy of 

geometric correction of remote sensing satellite images, the location and distribution of 

selected GCPs should be taken into consideration as mentioned before (Eltohamy and  

Hamza, 2009). 

Partial distortion correction of  remote sensing image rectification error was studied by 

Feng Wang , he explained that the rectification error existing in rectified image is a 

common problem and this error existing in partial area distributes irregularly. At 

present, remote sensing image processing software both in China and abroad all focus 

on rectification of image using mathematical equation generated from control points and 

ignores partial distortion. This paper have done preliminary research on partial 

distortion rectification based on overlaying digital raster graphics and remote sensing 

image to discover distortion error visually. In preliminary research, this paper obtains 

good results using simplified algorithm. Further research will be focused on overlaying 

image with image having different time phase, different remote sensing source and 

distortion rectification inside arbitrary polygon (Wang, 2001).  

A paper prepared by Narayan Panigrahi, B.K. Mohan and G. Athithan discussed the 

pre-processing algorithm for rectification of geometric distortions in satellite images in 

the paper, a pre-processing algorithm has been proposed which removes systematic 

distortions of a satellite image and thereby removes the blank portion of the image. It is 

an input to output mapping of image pixels, where the transformation computes the 

coordinate of each output pixel corresponding to the input pixel of an image. The 

transformation is established by the exact amount of scaling, rotation and translation 

needed for each pixel in the input image so that the distortion induced during the 

recording stage is corrected(Panigrahi, et .al, 2011). 

Development in geometric modeling for high resolution satellite pushbroom sensors is 

discussed by Daniela Poli and Thierry Toutin, their  paper seeks to report the main 

characteristics and developments of optical pushbroom sensors for photogrammetric 
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and remote sensing applications, and to provide a critical review of approaches used for 

their geometric modeling (Poli and Toutin, 2012). 

Capt. Dr. S. Santhosh Baboo & Mr. S. Thirunavukkarasu discussed geometric 

correction in high resolution satellite imagery using mathematical methods with  a case 

study in Kiliyar Sub Basin and conclude the study with  the results of practical test that 

hybrid model gives the best results compared to the mathematical methods especially 

for high  resolution satellite imageries such as IRS-P6 Liss III. The main advantages of 

this model are increased accuracy, simple calculations and lesser number of ground 

control points required. Future research work may be selecting effective ground control 

points in point wise polynomial functions utilizing projective transformation(Baboo and 

Thirunavukkarasu, 2014) . 

A. L. Choo, Y. K. Chan, and V. C. Koo studied the process of  the  geometric correction 

on SAR Imagery. In the process of geometric correction, the selection of GCPs is very 

important as it will generated the mathematical distortion model that will relate the 

distorted image and the reference image. The resampling of the image will produces a 

better quality image (Choo, et.al.2012). 

A.Al Yossof studied the two dimensional geometric rectification on QuickBird satellite 

image and found that the second order polynomial model gives the highest spatial 

accuracy in the rectification process with accuracy of the rectification process can be 

from one and half to two pixels, also he found that with QuickBird standard image, and 

the rectification process, 8 control points for each direction (X and Y) are enough to get 

spatial accuracy from one and half to two pixels (Al Yossef, 2004). 

Yang Guang and Jiao Weili discussed the Impact of GCPs distribution on image 

geometric rectification, after some existing methods about automatic optimization of 

GCP are summarized, a new method of automatic optimization of GCPs based on 

Voronoi Diagram (Thiessen polygon) is proposed. This method uses the ratio of 

Thiessen Polygon max-min area generated by GCPs as the basis and filter GCPs from 

the overfull ones without manual subjectivity for better accuracy. Experiments in this 

paper also demonstrated the relationship between the accuracy of geometric correction 

and the distribution of GCPs (Guang and Weili, 2011) . 
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Minakshi Kumar explained the digital image processing of satellite data which can be 

primarily grouped into three categories: Image Rectification and Restoration, 

Enhancement and Information extraction. Image rectification is the pre-processing of 

satellite data for geometric and radiometric connections. Enhancement is applied to 

image data in order to effectively display data for subsequent visual interpretation. 

Information extraction is based on digital classification and is used for generating 

digital thematic map (Kumar, 2003). 

 A Case Study in Coimbatore, Tamil Nadu was studied by Baboo and Devi about  

geometric correction in recent high resolution satellite imagery. The paper shows that 

the geometric correction process done in the Coimbatore imagery to improve the 

quality, and it shows the process of distortion removed .Finally they  get the georectified 

image using ERDAS Imagine 9.1  (Baboo and Devi, 2011). 

3.3 Types of Distortions  

Raw data of the image usually have many distortions which divided into two types of 

distortions depending on the reason of it and categorized to geometric and random 

distortions as follows : 

3.3.1 Geometric Distortions 

Geometric distortion is an error on the satellite image between the actual image 

coordinates and the ideal image coordinates. It‘s a principle reason of our inaccurate 

measurements, and these distortions divided into two types of distortions which are 

systematic and non- systematic distortions as follows: 

3.3.1.1 Systematic Distortions 

Systematic distortion occurs when coordinates are consistently off by a certain amount 

across the whole image. Systematic distortion is caused by factors that vary in a 

consistent manner.  Cartographers, for example, have been concerned for centuries with 

the systematic distortion that occurs when one attempts to portray a sphere (the earth) as 

a flat surface (the map), which has led to many differing projection approaches.  In 

addition, remote sensors worry about systematic distortions associated with the platform 

motion and imaging device. For example, the rate at which the earth rotates out from 
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beneath a satellite cause systematic distortion, as does the rate at which off-nadir scale 

changes across an image (ELtohamy and  Hamza, 2009). 

Systematic distortions can be corrected by applying formulas derived by modeling the 

sources of the distortions mathematically and use these models to establish correction 

formulae. These modeling techniques require prior knowledge about the orbit 

parameters; the nature and the magnitude of the sources of distortion during the scene 

acquisition time. Sometimes this prior information is not available and consequently 

these techniques cannot be applied (ELtohamy and  Hamza, 2009). 

Some reasons which occurs the systematic distortions listed as follows (ELtohamy and  

Hamza, 2009): 

 Scan Skew: Caused by the forward motion if the platform during the time 

required for each mirror sweep. The ground swath is not normal to the ground 

track but is slightly skewed, producing cross-scan geometric distortion.  

 Mirror Scan Velocity Variance: The mirror scanning rate is usually not constant 

across a given scan, producing along-scan geometric distortion.  

 Panoramic Distortion: The ground area imaged is proportional to the tangent of 

the scan angle rather than to the angle itself. Because data are sampled at regular 

intervals, this produces along-scan distortion.  

 Platform Velocity: If the speed of the platform changes, the ground track 

covered by successive mirror scans changes, producing along-track scale 

distortion. 

 Earth Rotation: Earth rotates as the sensor scans the terrain. This results in a 

shift of the ground swath being scanned, causing along-scan distortion. 

Systematic distortions are well understood and corrected by applying formulas derived 

by modeling the sources of the distortions mathematically. For example, a highly 

systematic source of distortion involved in multispectral scanning from satellite 

altitudes is the eastward rotation of the earth beneath the satellite during imaging. This 

causes each optical sweep of the scanner to cover an area slightly to the west of the 
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previous sweep. This is known as skew distortion. The process of deskewing the 

resulting imagery involves offsetting each successive scan line slightly to the west. The 

skewed parallelogram  appearance of satellite multispectral scanner data is a result of 

this correction (Remote Sensing Notes, 1999). 

 

Figure 3.1 Systematic distortion 

 

3.3.1.2 Non-systematic (random / unpredictable) distortions 

Nonsystematic distortion is another broad category of image distortion.  Nonsystematic 

distortion occur when  random factors cause local variations in image scale and 

coordinate location.  Nonsystematic distortion is particularly common in airborne 

imagery, where turbulence and variations in ground topography can alter the image 

scale over short distances.  Likewise, the direction in which the sensor is pointed varies 

with the pitch, yaw and role of the aircraft, which in turns causes the coordinates of the 

pixels‘ locations to change in a nonsystematic manner.  Nonsystematic distortion can be 

so severe at times that the same pixel may be resampled multiple times, or some 

locations on the ground may be entirely missed.  Figure 3.2 represents a classic case of 

nonsystematic image distortion due to pitch, yaw  and roll of the helicopter that was 

carrying the sensor (resolution is ~1-m) (ELtohamy and  Hamza, 2009). 
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Nonsystematic distortion  corrected through the use of ground control points (GCP‘s) 

with the used mathematical method. 
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Some reasons which occurs the nonsystematic distortion listed as following  (Remote 

Sensing Notes, 1999): 

 Altitude Variance: If the sensor platform departs from its normal altitude or the 

terrain increases in elevation, this produces changes in scale or pixel size.  

 Platform Attitude: One sensor system axis is usually maintained normal to 

Earth's surface and the other parallel to the spacecraft's direction of travel. If the 

sensor departs form this attitude, geometric distortion results. 

Random distortions and residual unknown systematic distortions are corrected by 

analyzing well-distributed ground control points (GCPs) occurring in an image. As with 

their counterparts on aerial photographs, GCPs are features of known ground location 

that can be accurately located on the digital imagery. Some features that might make 

good control points are highway intersections and distinct shoreline features. In the 

correction process  numerous GCPs are located both in terms of their two image 

coordinates (column, row numbers) on the distorted image and in terms of their ground 

coordinates (typically measured from a map, or GPS located in the field, in terms of 

UTM coordinates or latitude and longitude) (Remote Sensing Notes, 1999). 

Figure 3.2 Nonsystematic distortion 
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3.3.1.3 Radiometric Correction 

As any image involves radiometric errors as well as geometric errors, these errors 

should be corrected. Radiometric correction is to avoid radiometric errors or distortions, 

while geometric correction is to remove geometric distortion.  

When the emitted or reflected electro-magnetic energy is observed by a sensor on board 

an aircraft or spacecraft, the observed energy does not coincide with the energy emitted 

or reflected from the same object observed from a short distance. This is due to the sun's 

azimuth and elevation, atmospheric conditions such as fog or aerosols, sensor's response 

etc. which influence the observed energy. Therefore, in order to obtain the real 

irradiance or reflectance, those radiometric distortions must be corrected. Radiometric 

correction is classified into the following three types (see Figure 3.3) 

 
Figure 3.3 Radiometric Correction 

(1) Radiometric correction of effects due to sensor sensitivity In the case of optical 

sensors, with the use of a lens, a fringe area in the corners will be darker as compared 

with the central area. This is called vignetting. Vignetting can be expressed by cos , 

where  is the angle of a ray with respect to the optical axis. n is dependent on the lens 

characteristics, though n is usually taken as 4. In the case of electro-optical sensors, 

measured calibration data between irradiance and the sensor output signal, can be used 

for radiometric correction. 

(2) Radiometric correction for sun angle and topography. 

 Sun Spot : The solar radiation will be reflected diffusely onto the ground 

surface, which results in lighter areas in an image. It is called a sun spot. The sun 

spot together with vignetting effects can be corrected by estimating a shading 
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curve which is determined by Fourier analysis to extract a low frequency 

component . 

 Shading : The shading effect due to topographic relief can be corrected using the 

angle between the solar radiation direction and the normal vector to the ground 

surface. 

(3) Atmospheric correction : Various atmospheric effects cause absorption and 

scattering of the solar radiation. Reflected or emitted radiation from an object and path 

radiance (atmospheric scattering) should be corrected for (see Figure 3.4) (Remote 

Sensing Notes, 1999). 

 

 

 

 

 

 

 

 

Figure 3.4 Atmospheric correction 
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3.4 Satellite Images Mathematical Models  

3.4.1  Fundamental Mathematical models of Satellite Imagery 

3.4.1.1 Modified Collinearity Equations 

The well known collinearity equations, which provide the fundamental mathematical 

model for restitution of photogrammetric frame imagery, are equally applicable to 

satellite line scanner imagery, though in modified form. The modified model takes into 

account the fact that the line scanner represents a perspective projection in the cross-

track direction (y) only, and a parallel projection in the x, or flight-line direction. This 

yields the following equations related to a particular scan line at time t: 

 
11

0
/0 ZcXx       Equation (3.1) 

11

0
/ ZcYyyt      Equation (3.2) 

And  

      Tc

t

c

t

c

tt

T ZZYYXXRZYX  ,,),,( 111   Equation (3.3) 

where is ty  the image coordinate within the scan line (the x coordinate is zero); 
0

x , 

0
y  are the coordinates of the principal point; c is the principal distance; X, Y, Z are the 

coordinates of the ground point; c

tX , c

tY  , c

tZ  are the object space coordinates of the 

sensor at time t; and tR is the sensor orientation matrix, again at time t. In order to 

perform exterior orientation (EO) and subsequent ground point triangulation using Eqs. 

1, it is necessary to model the orientation parameters ( tR , c

tX , c

tY  , c

tZ ) as a function 

of time, otherwise the model is too over-parameterized to support practical 

implementation. The modeling of the sensor platform dynamics as a function of time or 

scan-line number is less problematic for spaceborne sensors than for airborne linear 

array scanners due to the relatively smooth and quite well described orbital trajectory of 

the satellite, (Fraser, 2000) . 
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3.4.1.2 Bundle Adjustment Formulation 

 

In the case where the orbital parameters of the satellite are known a priori, the positional 

elements of the EO can be constrained to some degree. This incorporation of prior 

knowledge regarding satellite motion can range from the simple assumption that the EO 

parameters vary either linearly or as a quadratic function over a short arc length, to the 

case where tR  and c

tX , c

tY  , c

tZ are accurately known through the use of on-board 

GPS and star trackers which determine sensor attitude angles. A common approach, 

lying somewhere between these two, is to enforce the platform motion to be in 

accordance with a true Keplerian orbital trajectory. Thus, the ‗shape‘ of the trajectory is 

assumed known a priori, but not the position. With these considerations in mind, a 

combined mathematical model for satellite line scanner imagery can be written as: 

PlxAxAxAv :332211        Equation (3.4) 

ccc PlxCxCv :3311     Equation (3.5) 

where 1x , 2x  and 3x  represent the EO, object point and additional parameters, 

respectively; 1A , 2A and 3A are the related design matrices; 1C  and 3C  are coefficient 

matrices of orbital constraint functions; v  and 
cv  are vectors of residuals; l  and cl  are 

discrepancy vectors; and P  and cP  are weight matrices , (Fraser, 2000). 

3.4.2 The Alternative Mathematical Models 

3.4.2.1 Two Dimensional Polynomial Models 

Polynomial models usually can be used in the transformation between image 

coordinates and object coordinates. The needed transformation can be expressed in 

different orders of the polynomials based on the distortion of the image, the number of 

GCPs and terrain type. The 1st order transformation is a linear transformation, which 

can change location , scale, skew, and rotation. In most cases, first order polynomial 

used to project raw imagery to a object for data covering small areas . Transformations 

of the 2nd-order or higher are nonlinear transformations that can be used to convert 
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Lat/Long data to object or correct nonlinear distortions such as Earth curvature, camera 

lens distortion. The following equations are used to express the general form of the 

polynomial models in 2D and 3D cases : 

Two-dimensional general polynomials  

 The First order  polynomials 

YaXaax 210     Equation (3.6) 

YbXbby 210      Equation (3.7) 

 The Second order polynomials 
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where (a,b) are the model coefficients, (X,Y) are model parameters (Amini and 

Hashemi, 2005). 

3.4.2.2 The Projective Model 

Projective model express the relationship between two space based on perspective 

projection concepts. The basic elements of the perspective projection consist of the 

point of the perspective center, bundle of arrays through this point and two different 
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planes cut the bundle of arrays and do not contain perspective center. These two space 

can be defined in our work as image space and the ground space.The relationship 

between the two spaces can be written the following formula, Eight-parameter 

transformation model : 

YLXL

YLXLL
x
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    Equation (3.14) 
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    Equation (3.15) 

where  L is the model coefficient, (x, y) are the image coordinates and (X ,Y) are the 

terrain coordinates (Amini and Hashemi , 2005).  

3.4.2.3 The Affine Model 

Adoption of an affine model as opposed to perspective projection model for satellite 

line scanner imagery has been previously considered for both SPOT and MOMS-02 

imagery and results showed that the affine model is quite robust and stable for image 

orientation and triangulation. The noteworthy point is that using the affine model can 

save at least thirty percent on image prices by ordering stereo images without the need 

for the rational functions. 

Each observation of a GCP will give rise to a set of two affine condition equations 

derived from the relationship between the image coordinates and the GCP coordinates 

in the geocentric system. The two affine condition equations are as follows :  

In 3D 

ZaYaXaax 3210     Equation (3.16) 

ZbYbXbby 3210     Equation (3.17) 

In 2D 

YaXaax 210     Equation (3.18) 
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YbXbby 210      Equation (3.19) 

Where (x, y ,z) are the image coordinates and (X, Y, Z) are the ground 

coordinates(Amini and Hashemi , 2005). 

3.4.2.4 Helmert Transformation 

Helmert transformation describes the transformation between the image system and the 

ground coordinate system as the equation : 
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Where X and Y are the object point coordinates , x and y are the image coordinates S is 

the scale factor between the two systems and   is the rotation angel between the two 

systems. (Spath, 2004). 

3.4.2.5 Rational Functions 

As a practical means of extracting 3D information from stereo satellite imagery in the 

absence of either a camera model or EO data, a model based on ‗rational functions‘ has 

been proposed. Rational functions are polynomial-based, empirical models which 

generally comprise terms to third order and express image coordinates as a direct 

function of object space coordinates, in much the same way as do collinearity equations. 

These functions, which provide a continuous mapping between image and object space, 

are given as a ratio of polynomials comprising coefficients that defy straightforward 

geometric interpretation. Indeed, it is said that one reason rational functions gained 

popularity for military imaging satellites was that the satellite orbital elements and also 

the EO could not be derived from the rational function  coefficients. 

A general model for the rational function approach, which is appropriate for mono and 

stereo imaging configurations, is given as: 

3
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Where tx ,  ty  are the image coordinates and X,Y,Z the object point coordinates and 

0a to 19a , 1b to 19b , 0c to 19c  and 1d to 19d are the Rational Polynomial Coefficients 

RPC. 

The advantage of different types of images can be done with the same software by 

changing the polynomial‘s coefficients for different types of sensors (Fraser , 2000). 

 

3.4.2.6 Direct Linear Transformation DLT 

The DLT models the transformation between the image pixel coordinate system and the 

object space coordinate system as a linear function . This model has been widely used in 

close range photogrammetry and the model is often used to derive the approximate 

initial values of the unknown parameters for the collinearity equations. DLT has three 

additional unknowns when compared to the projective Transformation: 
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    Equation (3.23) 

Where x ,  y  are the image coordinates and  X,Y,Z the object point coordinates and 1a , 

2a , 3a , 4a , 1b , 2b , 3b , 4b , 1c , 2c , and 3c  are the linear orientation parameters 

between two dimensional image space and three dimensional object space ( Ok and 

Turker, 2005). 

3.5 Root Mean Square Error 

RMS error is the distance between the input (source) location of a GCP and the 

retransformed location for the same GCP. In other words, it is the difference between 

the desired output coordinate for a GCP and the actual output coordinate for the same 

point, when the point is transformed with the geometric transformation (Intergraph 

Corporation, 2013). 

RMS error is calculated with a distance equation: 
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Equation (3.24) 

Where: 

xi and yi are the input source coordinates  

xr and yr are the retransformed coordinates 

RMS error is expressed as a distance in the source coordinate system. If data file 

coordinates are the source coordinates, then the RMS error is a distance in pixel widths. 

For example, an RMS error of 2 means that the reference pixel is 2 pixels away from the 

retransformed pixel (Intergraph Corporation, 2013). 

3.5.1 Residuals and RMS Error Per GCP 

Residuals are the distances between the source and retransformed coordinates in one 

direction. The X residual is the distance between the source X coordinate and the 

retransformed X coordinate. The Y residual is the distance between the source Y 

coordinate and the retransformed Y coordinate (Intergraph Corporation, 2013). 

If the GCPs are consistently off in either the X or the Y direction, more points should be 

added in that direction.  

3.5.2 Root Mean Square Error Per GCP 

The RMS error of each point is reported to help you evaluate the GCPs. This is 

calculated with a distance formula (Intergraph Corporation, 2013): 

                             Equation (3.25) 

 

Where: 

Ri = RMS error for GCPi 

XRi = X residual for GCPi 

YRi = Y residual for GCPi 
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Figure 3.5 illustrates the relationship between the residuals and the RMS error per point. 

 

Figure 3.5 Residuals and RMS Error Per Point 

3.5.3 Total Root Mean Square Error  

From the residuals, the following calculations are made to determine the total RMS 

error, the X RMS error, and the Y RMS error (Intergraph Corporation, 2013): 

  Equation (3.26) 

Where: 

Rx = X RMS error 

Ry = Y RMS error 

T = total RMS error 

n = the number of GCPs 

i = GCP number 

XRi = X residual for GCPi 

YRi = Y residual for GCPi 
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3.6 Minimum Number of GCPs 

Higher orders of transformation can be used to correct more complicated types of 

distortion. However, to use a higher order of transformation, more GCPs are needed. 

For instance, three points define a plane. Therefore, to perform a 1st order 

transformation, which is expressed by the equation of a plane, at least three GCPs are 

needed. Similarly, the equation used in a 2nd order transformation is the equation of a 

paraboloid, Six points are required to define a paraboloid. Therefore, at least six GCPs 

are required to perform a 2nd order transformation. The minimum number of points 

required to perform a transformation of order t equals (Intergraph Corporation, 2013): 

2

))2)(1(( 


tt
   Equation (3.27) 

 

Use more than the minimum number of GCPs whenever possible. Although it is 

possible to get a perfect fit, it is rare, no matter how many GCPs are used. 

For 1st- through 10th-order transformations, the minimum number of GCPs required to 

perform a transformation is listed in the following  table (Intergraph Corporation, 2013): 

Table 3.1: Minimum number of GCPs required to perform a transformation 

Order of Transformation Minimum GCPs Required 

1 3 
2 6 
3 10 
4 15 
5 21 
6 28 
7 36 
8 45 
9 55 
10 66 
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3.7 Resampling Methods  

The next step in the rectification and registration process is to create the output file. 

Since the grid of pixels in the source image rarely matches the grid for the reference 

image, the pixels are resampled so that new data file values for the output file can be 

calculated (Intergraph Corporation, 2013). 

 

Figure 3.6  Resampling process 

At Figure 3.6, the resampling process steps are as follows: 

1. Grid 1 shows the input image containing source GCPs. 

2. Grid 2 shows the output grid containing reference GCPs. 

3. To compare the two grids, the input image is laid over the output grid so that the 

GCPs of the two grids fit together. 

4. Using a resampling method, the input image pixel values are assigned to pixels 

in the output grid. 

The following resampling methods are used at rectification process  (Baboo and Devi, 

2011): 

• Nearest Neighbor: uses the value of the closest pixel to assign to the output pixel 

value as followed at Figure 3.7. 
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Figure 3.7  Nearest Neighbor Resampling Process 

• Bilinear Interpolation: uses the data file values of four pixels in a 2 × 2 window 

to calculate an output value with a bilinear function as followed at Figure 3.8. 

 

Figure 3.8  Bilinear Interpolation Resampling Process 

• Cubic Convolution: uses the data file values of sixteen pixels in a 4 × 4 window 

to calculate an output value with a cubic function as followed at Figure 3.9. 
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Figure 3.9  Cubic Convolution Resampling Process 

 

• Bicubic Spline Interpolation: fits a cubic spline surface through the current block 

of points as followed at Figure 3.10. 

 

Figure 3.10 Bicubic Spline Interpolation Resampling Process 
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3.8 The Rectification Process 

 

Remote sensing imagery requires spatial distortion corrections to maximize its 

usefulness for information extraction. The distortion arises from scanner characteristics 

and their interaction with the airborne platform or satellite orbital geometry and figure 

of the earth. 

In correcting for distortion, we must essentially reposition pixels from their original 

locations in the data array into a specified reference grid. There are three components to 

the process:  

 Selection of suitable mathematical distortion model. 

 Coordinate transformation. 

 Resampling (interpolation). 

These three components are collectively known as warping (Wolberg, 1990).  

With the increasing complexity of remote sensing systems, some having significant off 

nadir viewing capability, the interest in multisensor image registration, and the 

increasing demands of earth scientists for precision, temporal resolution, and 

repeatability in remote sensing measurements, there is a continuing need for geometric 

processing algorithms that are more accurate, autonomous, and efficient. Various terms 

are used to describe geometric correction of imagery, and it is worthwhile defining them 

before proceeding (Schowengerdt, 2007): 

 Registration: The alignment of one image to another image of the same area. 

Any two pixels at the same location in both images are then ―in register‖ and 

represent two samples at the same point on the earth . 

 Rectification: The alignment of an image to a map so that the image is 

planimetric, just like the map . Also known as georeferencing . 

 Resampling: Is the process of extrapolating data values for the pixels on the new 

grid from the values of the source pixels. 
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 Geocoding : A special case of rectification that includes scaling to a uniform, 

standard pixel. The use of standard pixel sizes and coordinates permits 

convenient ―layering‖ of images from different sensors and maps in a GIS . 
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4 CHAPTER 4: MEHODOLOGY AND EXPERIMENTAL WORK  

4.1 Scope 

This chapter consists of three sections. It involves description of the study area which 

discusses the position of the study area which is Gaza City. Also, this chapter will 

involve the data available such as the image of Gaza City and the Ground Control 

Points. After that, The process of the rectification will start using the mathematical 

models with the software of ERDAS IMAGINE 2014. 

4.2 Study Area 

Gaza City is a coastal city located at latitude (31.3 degree) north, and longitude (34.18 

degree) east, with an area of 56 km2 approximately, and population of 600,000 

inhabitants until 2015 (Figure 4.1) and (Figure 4.2). The primary economic activities of 

Gaza are small scale industries, agriculture and labor. However, the economy has been 

devastated by the blockade and recurring conflicts. Gaza has a very young population 

with roughly 75% being under the age of 25, and today the city has one of the highest 

population densities in the world. In a recent division of Gaza Municipality, Gaza City 

consists of Seventeen residential districts (Gaza Municipality website, 2015).  

Gaza City is a sample that can be applied in all Gaza Strip of the rectification process, 

and the rectification which we do to Gaza City can be done for other governorates to get 

a corrected coordinate image of Gaza Strip. 
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Figure 4.1: Gaza Strip Governorates  

 

 

 

 

 

 

 

 

Figure 4.2: Gaza City Satellite Image 
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4.3 Ground Control Points  

Ground Control Points are features of known ground locations that can be accurately 

located on the digital imagery. The GCPs must be well distributed and their locations 

must be easily identified. So, each GCP must be chosen in recognized locations. 

Also its important to select number of points through the boarders of the image to 

ensure optimum horizontal rectification . 

The GCPs consist of two X,Y pairs of coordinates and during the rectification process, 

the following terms will be identified: 

 Source coordinates: usually data file coordinates in the image being rectified. 

 Reference coordinates: the coordinates of the reference image or shape file to 

correct the image. 

Collecting of GCPs was the second step after obtaining the image. So, the locations of 

these points were selected to be well known and easy to recognized. These locations 

generally include building corners and corners of walls that easily and accurate to locate 

it and not affected of other parameters at the image which may reduce the probability of 

locating it such as the shadow of the tall buildings. 

For Gaza City, 38 ground control points are collected. These points are well distributed 

around the Gaza City; 26 of these points are control points to use for rectification 

process and the other 12 points are check points to use for evaluating the rectification 

accuracy process. 

(Table 4.1) shows the  GCPs with their locations (X,Y) at the actual earth surface with 

Palestine 1923 Grid coordinate system, and their points collected depending on 

Municipality of Gaza GCPs which are fixed at accurate locations with known 

coordinates. 
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Tabe1 4.1 : The GCPs of Gaza City 

Point ID X(m) Y(M) Type 

P1 98334.652 106047.026 Control 

P2 98221.713 106128.814 Check 

P3 97793.21 98429.783 Control 

P4 97681.639 98470.407 Control 

P5 97755.768 98534.093 Check 

P6 93282.877 99959.753 Control 

P7 93265.304 99941.083 Control 

P8 93198.351 99875.563 Control 

P9 93226.088 99903.944 Check 

P10 95197.283 97753.191 Control 

P11 95155.517 97715.145 Control 

P12 95173.041 97695.914 Check 

P13 96578.564 104078.998 Control 

P14 96571.216 104017.384 Control 

P15 96535.897 103977.375 Check 

P16 97342.567 103579.592 Control 

P17 101656.557 101396.79 Check 

P18 101680.322 101435.054 Control 

P19 99776.668 104889.114 Control 

P20 98629.689 103923.046 Control 

P21 101543.833 100504.043 Check 

P22 101131.245 100758.096 Control 

P23 95773.494 102879.45 Control 

P24 96402.374 102379.262 Control 

P25 96372.472 102402.706 Check 

P26 96291.533 102408.534 Control 

P27 97107.81 101570.286 Control 

P28 98454.66 101016.762 Control 

P29 99166.076 100001.733 Control 

P30 99267.575 99994.906 Check 

P31 99875.323 99295.038 Control 

P32 99895.133 99141.518 Check 

P33 94166.541 101029.064 Control 

P34 94103.518 101009.03 Check 

P35 95702.629 99892.546 Control 

P36 96596.915 101125.68 Check 

P37 97481.343 100364.498 Control 

P38 101109.52 102650.995 Control 
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After collecting the well distributed control points, they are located on the image of 

Gaza City as mentioned (Figure 4.3); where the control points used at the rectification 

process with red color and the check point with blue color. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.3: Gaza City satellite image with GCPs 
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4.4 The Rectification Process 

To apply the rectification process on the satellite image , the related GCPs must be 

divided to two groups; the first group includes the GCPs that are used in the 

rectification process, and the other will used as check points to evaluate the accuracy 

resulted from rectification process. 

With Gaza City image, use 38 GCPs are used divided to 26 control points and 12 check 

points as mentioned for rectification  process using the two dimensional mathematical 

models. 

At rectifying the Gaza City image, the basic steps used are: 

 Display files which contain the uncorrected image at Erdas Imagine Program. 

 Starting Geometric Correction Tool. 

 Record and register GCPs. 

 Compute a transformation models matrix. 

 Resample the image. 

 Verify the rectification process. 

By using ERDAS IMAGINE program , the models  of the software are; first order 

Polynomial , Second order Polynomial, Third order Polynomial, Fourth order 

Polynomial, First order Projective Transformation, second order Projective 

Transformation and third order Projective Transformation. 

(Figure 4.4) shows the rectification process framework. 
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Figure 4.4: Rectification Process Diagram  
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4.4.1 Experimental Work  

The following tables include the results of rectification process on the image in the case 

of using 26 GCPs for rectification and 12 GCPs for check. 

Firstly, the process done for different orders of polynomial mathematical models. 

Table 4.2 : First order polynomial rectification  

Point ID ∆X (m) ∆Y (m) RMSE(m) 

P2 -1.06 -0.536 1.187 

P5 1.017 0.238 1.045 

P9 -1.03 1.48 1.804 

P12 0.273 -0.645 0.7 

P15 -0.124 -0.624 0.636 

P17 1.248 -0.399 1.31 

P21 0.2 -0.309 0.368 

P25 0.821 0.177 0.84 

P30 0.62 0.684 0.923 

P32 0.105 -0.639 0.648 

P34 -0.257 -0.919 0.954 

P36 -0.095 -0.424 0.435 

Total RMSE 0.7102 0.6787 0.9823 
 

Table 4.2 shows that the first order polynomial rectification resulted the accuracy of 

0.7102 m in the X direction , 0.6787 m in the Y direction and total root mean square 

error (RMSE) is 0.9823 m. 

Table 4.3 : Second order polynomial rectification  

Point ID ∆X (m) ∆Y (m) RMSE(m) 

P2 -0.451 -0.469 0.651 

P5 0.9 0.247 0.933 

P9 -0.683 1.609 1.748 
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Point ID ∆X (m) ∆Y (m) RMSE(m) 

P12 0.626 -0.932 1.123 

P15 -0.263 -0.425 0.5 

P17 1.588 -0.145 1.595 

P21 0.493 0.19 0.528 

P25 0.455 0.161 0.483 

P30 0.393 0.746 0.843 

P32 0.09 -0.233 0.25 

P34 -0.285 -0.72 0.774 

P36 -0.512 -0.59 0.782 

Total RMSE 0.672 0.6758 0.9531 
 

Table 4.3 shows that the second order polynomial rectification resulted accuracy 0.6720 

m in the X direction and 0.6758 m in the Y direction and the total RMSE is 0.9531 m 

which these results have been improved due to the previous first order polynomial . 

Table 4.4 : Third order polynomial rectification  

Point ID ∆X (m) ∆Y (m) RMSE(m) 

P2 -0.172 -0.632 0.655 

P5 1.31 0.017 1.31 

P9 -0.514 1.297 1.395 

P12 0.087 -0.38 M 0.39 

P15 -0.487 -0.054 0.49 

P17 1.165 0.394 1.23 

P21 -0.206 0.424 0.472 

P25 0.266 0.279 0.385 

P30 0.68 0.431 0.805 

P32 0.146 -0.799 0.812 

P34 0.029 -0.731 0.732 

P36 -0.544 -0.596 0.807 

Total RMSE 0.6128 0.6025 0.8594 
 



53 

 

Table 4.4 shows that the third order polynomial rectification resulted accuracy 0.6128 m 

in the X direction and 0.6025 m in the Y direction and the total RMSE is 0.8594 m, the 

results at this order is more accurate than first and second order polynomial. 

Table 4.5 : Fourth order polynomial rectification  

Point ID ∆X (m) ∆Y (m) RMSE(m) 

P2 0.111 -0.042 0.119 

P5 0.831 -0.427 0.934 

P9 -0.61 1.161 1.311 

P12 0.245 -0.189 0.31 

P15 -0.2 0.029 0.202 

P17 0.794 -0.001 0.794 

P21 1.218 1.724 2.111 

P25 -0.086 0.023 0.089 

P30 0.21 -0.201 0.291 

P32 1.522 0.58 1.629 

P34 0.277 -0.227 0.358 

P36 -0.332 -0.36 0.489 

Total RMSE 0.6979 0.6519 0.955 
 

Table 4.5 shows that the fourth order polynomial rectification resulted accuracy 0.6979 

m in the X direction, 0.6519 m in the Y direction and the total RMSE is 0.955 m. 

It is clear that by using Erdas Imagine Program with the Gaza City image and the same 

GCPs, the third order polynomial rectification get the best spatial accuracy. 

Secondly, the process done for different orders of projective transform mathematical 

models with the same image and GCPs. 

Table 4.6 : First order  projective transform  rectification  

Point ID ∆X (m) ∆Y (m) RMSE(m) 

P2 -1.067 -0.416 1.145 

P5 0.917 0.236 0.947 
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Point ID ∆X (m) ∆Y (m) RMSE(m) 

P9 -0.886 1.498 1.741 

P12 0.265 -0.522 0.586 

P15 -0.185 -0.671 0.696 

P17 1.621 -0.732 1.779 

P21 0.327 -0.358 0.485 

P25 0.757 0.117 0.766 

P30 0.571 0.638 0.856 

P32 0.069 -0.7 0.703 

P34 -0.208 -0.969 0.991 

P36 -0.166 -0.469 0.497 

Total RMSE 0.7405 0.7029 1.021 
 

Table 4.6 shows that the first order projective transform model resulted accuracy 0.7405 

m in the X direction, 0.7029 m in the Y direction and the total RMSE is 1.021 m. 

Table 4.7 : Second order  projective transform  rectification  

Point ID ∆X (m) ∆Y (m) RMSE(m) 

P2 -0.593 -0.296 0.662 

P5 0.914 0.085 0.918 

P9 -0.606 1.765 1.866 

P12 0.622 -0.498 0.797 

P15 -0.405 -0.367 0.547 

P17 1.612 -0.576 1.712 

P21 0.498 -0.061 0.502 

P25 0.618 0.172 0.642 

P30 0.628 0.704 0.944 

P32 0.253 -0.692 0.737 

P34 -0.424 -0.774 0.882 

P36 -0.199 -0.471 0.512 

Total RMSE 0.7078 0.6925 0.9902 
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Table 4.7 shows that the second order projective transform rectification resulted 

accuracy 0.7078 m in the X direction, 0.6925 m in the Y direction and the total RMSE 

is 0.9902 m. 

Table 4.8 : Third order  projective transform  rectification  

Point ID ∆X (m) ∆Y (m) RMSE(m) 

P2 -0.726 -0.686 0.999 

P5 0.934 -0.021 0.935 

P9 -0.554 1.345 1.455 

P12 0.469 -0.456 0.654 

P15 -0.467 -0.081 0.474 

P17 1.264 0.074 1.266 

P21 -0.02 0.469 0.469 

P25 0.617 0.341 0.705 

P30 0.577 0.738 0.937 

P32 0.157 -0.833 0.847 

P34 -0.189 -0.703 0.728 

P36 -0.198 -0.443 0.485 

Total RMSE 0.6162 0.6303 0.8814 
 

Table 4.8 shows that the third order projective transform  rectification resulted accuracy 

0.6162 m in the X direction, 0.6303 m in the Y direction and the total RMSE is 0.8814 

m . 

It‘s clear that the third order projective transform model rectification get the best spatial 

accuracy at the model but the best accuracy at all the orders and models is the third 

order polynomial. 
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Table 4.9 summarizes the final results using different orders of polynomial model with  

the RMSE for every order and expressed  at the Figure 4.5. 

Table 4.9 : The final results of rectification using polynomial models 

Model 

Polynomial 

1'st 2'nd 3'rd 4'th 

RMSE rmsx rmsy rmsx rmsy rmsx rmsy rmsx rmsy 

Values 0.7102 0.6787 0.672 0.6758 0.6128 0.6025 0.6979 0.6519 

Total RMSE 0.9823 0.9531 0.8594 0.955 

 

 

Figure 4.5: Rectification process ) polynomial models(  
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Table 4.10 summarizes the final results using different orders of project transform 

model with  the RMSE for every order and expressed  at the Figure 4.6. 

Table 4.10 : The final results of rectification using projective transform models  

Model 
Projective Transformation 

1'st 2'nd 3'rd 

RMSE rmsx rmsy rmsx rmsy rmsx rmsy 

Values 0.7405 0.7029 0.7078 0.6925 0.6162 0.6303 

Total RMSE 1.021 0.9902 0.8814 

 

 

Figure 4.6: Rectification process results )projective models ( 

From previous experiments  and as showing at table (4.10) and table (4.11), also by 

comparing the models used at the rectification process, and by using the polynomial and 

projective transform models, it‘s clear that the third order in each model has the best 

accuracy in addition to the preference of the third order polynomial model which have 

the best accuracy of RMSE 0.8594 m. 
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The computation and output of a higher order polynomial equation are more complex 

than that of a lower order polynomial equation. Therefore, higher order polynomials are 

used to perform more complicated image rectifications.  

The following example uses only one coordinate (X), instead of two (X,Y), which are 

used in the polynomials for rectification. This enables you to draw two-dimensional 

graphs that illustrate the way that higher orders of transformation affect the output 

image. 

 

Figure 4.7: The final rectification process results  

4.4.2 The Effect of GCPs Number on the Rectification Process 

To define the effect of the GCPs number on the attainable accuracy of rectification 

process, this operation is performed by different number of GCPs with the best 

mathematical model resulted - third order polynomial- and by reducing the number of 

the GCPs each step,and all that by using Erdas Imagine program. 

 The results are as the following tables for the image. 
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Table 4.11 : The Effect of GCPs number on the rectification process 

GCPs 
Number RMSx RMSy RMSE 

26 0.6128 0.6025 0.8594 

22 0.6338 0.5932 0.8681 

20 0.6247 0.6193 0.8797 

16 0.6374 0.6076 0.8806 

12 0.5538 1.0084 1.1504 

10 0.8925 1.1705 1.4719 

 

 

Figure 4.8: The Effect of GCPs number on the rectification process 
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5 CHAPTER 5: CONCLUSION AND RECOMMENDATIONS 

5.1 Conclusion 

For the Rectification Process : 

The results can be  concluded from the research at the following points : 

 The Third order polynomial model using  Erdas Imagine Programe gives the 

best spatial accuracy in the rectification process but for a last study of  A.Al 

Yossof, he found that second order polynomial model gives the highest spatial 

accuracy, and the difference between these studies depending on the area 

covered , the number of GCPs, the resolution of the image and the model which 

the research of the study used the second order polynomial for the Quickbird 

model, these factors have an effective effect on the results. 

 According to the order of the polynomial model we used , the minimum number 

of GCPs was 12 point to do the process, but by applying the rectification process 

with well distributed different number of the GCPs. It‘s found that the number 

of the GCPs is related with the accuracy of the process, so when the number of 

GCPs increases, the total RMSE will decrease and the same result were at the 

study of F. Eltohamy and  E. H. Hamza. 

 The resolution of the image effect on the rectification process, so using an image 

of higher resolution will give better results.  

 The location of the GCPs must be well knows points, so by locating these points 

at the corners of the walls and at the intersection will give us best accuracy than 

using points at several buildings which may the effect of the sun shadow and 

have a negative effect of locating the GCPs and the same result were at the study 

of F. Eltohamy and  E. H. Hamza but they also studied the effect of locating bad 

point at the image. 
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5.2 Recommendations 

 For Gaza City and Gaza Strip, Its recommended to use the third order 

polynomial in the rectification process because it gives the highest accuracy 

results. 

 Its recommended also not to satisfy with using the minimum number of GCPs , 

but using well distributed GCPs with a number which give me the best accuracy. 

 As an extension of this research I recommend : 

1. Apply the rectification process for Gaza Strip by using satellite image and GCPs 

along the Strip. 

2. Apply an orthorectification process on the Gaza City . 

3. Modify models that to have better accuracy. 

4. Depending on the rectification process, I recommend to apply the feature 

extractions from the rectified image . 
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